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Abstract— The swarm algorithms that are stimulated by the principles of natural biological evolution and distributed collective behavior of 
social colonies have shown excellence in dealing with complex optimization problems and are becoming more popular nowadays. This 
paper surveys six (6) biologically inspired popular swarm algorithms, namely Particle Swarm Optimization (PSO), Artificial Ant Colony 
Optimization Algorithms (ACO), Artificial Fish Swarm Algorithms (AFSA), Artificial Bees Colony Algorithms (ABC), Firefly Algorithms (FA) 
and Bat Algorithms (BA) and its application in feature selections/reductions. The process of reviewing articles is by looking into how the 
algorithms adapted to the problem in feature selections/reductions specifically in improving the classification accuracy, minimizing the 
numbers of attributes without compromising the quality of the results and evaluating performance in term of processing time. Results 
shows that all algorithms reviewed based on previous literature have a promising capability that can be applied in feature 
selections/reductions problem. The significance of this reviewed is to present the comparison and various alternative of swarm algorithms 
to be applied in feature selections/reductions problem. 

Index Terms— Feature Selection/Reduction, Particle Swarm Optimization (PSO), Artificial Ant Colony Optimization Algorithms (ACO), 
Artificial Fish Swarm Algorithms (AFSA), Artificial Bees Colony Algorithms (ABC), Firefly Algorithms (FA), Bat Algorithms (BA). 

——————————      —————————— 

1 INTRODUCTION                                                                   
 warm-based algorithms are inspired by the behaviour of 
some social living beings, such as ants, bats, bees, fireflies 
and fishes. The important features of swarm-based system 

are self-organization and decentralized control lead to an 
emergent behaviour. Emergent behaviour is a property that 
emerges through local interactions among system components 
and it is impossible to be achieved by any of the components 
of the system acting alone. In the previous years, the two 
mainstreams of the Swarm Intelligence area were ant colony 
optimization [1] and particle swarm optimization (PSO)[2]. In 
the recent years, new swarm intelligence algorithms have ap-
peared, inspired by fish schools [3], as well as different aspects 
of the behaviour of bees [4]–[7], bacteria [8], glow-worms [9], 
fireflies [10], cockroaches [11], bats [12], and cuckoo birds [13]. 
Despite the swarm inspiration common to these approaches, 
they have their own particular way to exploit and explore the 
search space of the problem. 
 

Firstly, the methodology of constructing the paper was in-
troduced. Then, the result of the paper review been presented 
including subsections:  1) Evolution of swarm algorithms 2) A 
brief introduction of swarm algorithms together with ad-
vantages and disadvantages of six (6) popular swarm algo-
rithms namely Particle Swarm Optimization (PSO), Artificial 
Ant Colony Optimization Algorithms (ACO), Artificial Fish 
Swarm Algorithms (AFSA), Artificial Bees Colony Algorithms 
(ABC), Firefly Algorithms (FA) and Bat Algorithms (BA)  3) A 

brief discussion of swarm algorithms application in feature 
selections/reductions 4) Lastly the discussion and conclusions 
briefly discussed.   

2 METHODOLOGY 
This is the process of reviewing in this article: 

i. Articles from early 90’s to current year 2014 were 
randomly selected based on relevancy to the article.  
That is, this article look for application of swarm algo-
rithms in feature selections/reductions, particularly 
how the algorithms adapted to the problem in feature 
selections/reductions specifically in improving the 
classification accuracy, minimizing the numbers of at-
tributes without compromising the quality of the re-
sults and evaluating performance in term of pro-
cessing time.  

 
ii. The sources were from Google Scholar search engine 

and various research online databases. 

3 RESULTS 
 
The following sections present information in terms of inven-
tors, purpose, advantages/ disadvantages, and related works 
on six (6) swarm algorithms that have been adapted to address 
feature selections/reductions problems.  These algorithms 
include PSO, ACO, AFSA, ABC, FA and BA. The information’s 
gathered are presented according to the evolution of these 
algorithms in addressing feature selection problems. 
 
3.1 Evolution of swarm algorithms 
PSO is a one of the earliest swarm algorithm that been intro-
duced in year 1995 for optimizes a problem by iteratively try-
ing to improve a candidate solution with regard to a given 
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measure of quality [2]. In general, PSO is inspired by social 
behaviour patterns of organisms that live and interact within 
large groups. In particular, it incorporates swarming behav-
iours captured in flocks of birds, schools of fish, or swarms of 
bees, and even human social behaviour. A basic PSO algo-
rithm works by having a population (called a swarm) of can-
didate solutions (called particles). Particles are moved around 
in the search-space according to a few simple formulas. The 
particles movement is guided by their own best known posi-
tion in the search-space as well as the entire swarm's best 
known position. The process is repeated until improved posi-
tions are being discovered and satisfied.  PSO has demonstrat-
ed good performance in various applications [14]. It is im-
portant to highlight PSO main strength which is more faster 
convergence compares with many other global optimization 
algorithms [15], [16]. In addition, PSO also a meta-heuristic 
algorithms which makes few or no assumptions about the 
problem being optimized and can search very large spaces of 
candidate solutions. However, meta-heuristics algorithms 
such as PSO do not guarantee an optimal solution is ever 
found. 
 
ACO is another popular algorithms that been applied in vari-
ous fields of optimization after the PSO been introduced. It’s 
been in an optimization algorithms modelled on the actions of 
an ant colony [17]. ACO is a probabilistic technique useful in 
problems that deal with finding better paths through graphs 
based on behaviour of ants seeking a path between their colo-
ny and source of food. Artificial ant (simulation agent) play 
important role to locate optimal solutions by moving through 
a parameter space representing all possible solutions. Natural 
ants lay down pheromones directing each other to resources 
while exploring their environment. The simulated 'ants' simi-
larly record their positions and the quality of their solutions, 
so that in later simulation iterations more ants locate better 
solutions. ACO has known for some advantages which are: 
 

i. Inherent parallelism 
ii. Positive Feedback accounts for rapid discovery of 

good solutions 
iii. Efficient for Traveling Salesman Problem and similar 

problems 
iv. Can be used in dynamic applications (adapts to 

changes such as new distances) 
v. Distributed computation avoids premature conver-

gence. 
 
Because ACO is a heuristic algorithm, ACO has disadvantages 
of defects of searching local optimization and slow conver-
gence speed [17]. Another disadvantages that been stated in 
the literature are: 

i. Theoretical analysis is difficult 
ii. Sequences of random decisions (not independent) 

iii. Probability distribution changes by iteration 
iv. Research is experimental rather than theoretical 
v. Time to convergence uncertain. 

 
Three years later, an artificial fish swarm algorithm (AFSA) 
was proposed by Li (2003) in his doctoral thesis based on the 

basic idea to imitate the fish behaviours such as praying, 
swarming, and following with local search of fish individual 
for reaching the global optimum [18]. In water areas, a fish can 
always find food at a place where there are plenty of food by 
following other fishes, hence generally the more the food, the 
more the fish. Following this rule, artificial fish school algo-
rithm (AFSA) builds some artificial fish (AF), which search an 
optimal solution in solution space (the environment in which 
AF live) by imitating fish swarm behaviour. Three basic be-
haviours of AF are defined as follows [3]: 

i. Prey: The fish perceives the concentration of food in 
water to determine the movement by vision or sense 
and then chooses the tendency. 

ii. Swarm: The fish will assemble in groups naturally 
during the moving process, which is a kind of living 
habits in order to guarantee the existence of the colo-
ny and avoid dangers. 

iii. Follow: In the moving process of the fish swarm, 
when a single fish or several fishes find food, the 
neighbourhood partners will trail and reach the food 
quickly. 

 
AFSA has an advantages of possess similar attractive features 
of genetic algorithm (GA) such as independence from gradient 
information of the objective function, the ability to solve com-
plex nonlinear high dimensional problems. Furthermore, it 
can achieve faster convergence speed and require few parame-
ters to be adjusted. Whereas the AFSA does not possess the 
crossover and mutation processes used in GA, so it could be 
performed more easily. However, AFSA has a few disad-
vantages which are: 

i. High time complexity 
ii. Lack of balance between global and local search. 

iii. Lack of benefiting from the experiences of group 
members for the next movements. 

 
Later in 2005 an artificial bee colony (ABC) algorithm was 
proposed by Karaboga (2005) for solving multidimensional 
and multimodal optimization problems [5]. The bees’ aim is to 
discover places of food sources (regions in the search space) 
with high amount of nectar (good fitness). There are three 
types of bees: the scout bees that randomly fly in the search 
space without guidance, the employed bees that exploit the 
neighbourhood of their locations, selecting a random solution 
to be perturbed, and the onlooker bees that use the population 
fitness to select probabilistically a guiding solution to exploit 
its neighbourhood. If the nectar amount of a new source is 
higher than the previous one in their memory, they update the 
new position and forget the previous one (greedy selection). If 
a solution is not improved by a predetermined number of tri-
als, then the food source is abandoned by the corresponding 
employed bee and it becomes a scout bee. ABC has been suc-
cessfully applied in various field of optimization and projected 
some advantages: 

i. Simplicity, flexibility and robustness [11], [19] 
ii. Use of fewer control parameters compared too many 

other search techniques [20].  
iii. Ease of hybridization with other optimization algo-

rithms [19].  
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iv. Ability to handle the objective cost with stochastic na-
ture [21].  

v. Ease of implementation with basic mathematical and 
logical operations.  

 
Despite with excellent advantages, ABC algorithms also comes 
with the disadvantages which convergence performance of 
ABC for local minimum is slow. 
4 years later after ABC algorithms been invented, Firefly algo-
rithm (FA) was invented by Yang (2008) which is inspired by 
biochemical and social aspects of real fireflies [22]. Real fire-
flies produce a short and rhythmic flash that helps them in 
attracting (communicating) their mating partners and also 
serves as a protective warning mechanism. FA formulates this 
flashing behaviour with the objective function of the problem 
to be optimized. FA has two major advantages over other algo-
rithms: automatically subdivision and the ability of dealing 
with multimodality. First, FA is based on attraction and attrac-
tiveness decreases with distance. This leads to the fact that the 
whole population can automatically subdivide into sub-
groups, and each group can swarm around each mode or local 
optimum. Among all these modes, the best global solution can 
be found. Second, this subdivision allows the fireflies to be 
able to find all optima simultaneously if the population size is 
sufficiently higher than the number of modes. Mathematically, 
1/√ controls the average distance of a group of fireflies that can 
be seen by adjacent groups. Therefore, a whole population can 
subdivide into subgroups with a given, average distance. In 
the extreme case when = 0, the whole population will not sub-
divide. This automatic subdivision ability makes it particular-
ly suitable for highly nonlinear, multimodal optimisation 
problems. In addition, the parameters in FA can be tuned to 
control the randomness as iterations proceed, so that conver-
gence can also be sped up by tuning these parameters. These 
above advantages make it flexible to deal with continuous 
problems, clustering and classifications, and combinatorial 
optimisation as well. Despite with excellent advantages, FA 
has shown a few drawbacks which are [23]:  

i. Getting trapped into several local optima.  
ii. FA performs local search as well and sometimes is 

unable to completely get rid of them.  
iii. FA parameters are set fixed and they do not change 

with the time.  
iv. In addition FA does not memorize or remember any 

history of better situation for each firefly and this 
causes them to move regardless of its previous better 
situation, and they may end up missing their situa-
tions. 

 
In 2010 after one year’s FA was proposed, bat algorithm (BA) 
was first presented by Yang (2010). The basic idea behind the 
BA is that a population of bats (possible solutions) uses echo-
location to sense distance and fly randomly through a search 
space updating their positions and velocities. The bats’ flight 
aims at finding the food / prey (best solutions) [24]. A loudness 
decay factor acts in a similar role as the cooling schedule in the 
traditional simulated annealing optimization method, and a 
pulse increase factor regulates the pulse frequency. As the 
loudness usually decreases once a bat has found its 

prey/solution (in order to not to lose the prey), the rate of 
pulse emission increases in order to raise the attack accuracy. 
BA has advantages which claimed to provide very quick con-
vergence at a very initial stage by switching from exploration 
to exploitation. However, BA also comes with drawback which 
if BA switches to exploitation stage too quickly, it may lead to 
stagnation after some initial stage. 
 
3.1.1 Summary 
In summary, we were discussed the evolution of  swarm algo-
rithms starting from earliest algorithm which is PSO followed 
by ACO, AFSA, ABC, FA and the recent algorithm which is 
BA. We also highlighted the basic concept of each algorithms 
been inspired by the biological behavior of the the swarms 
colony. The strenghs and drawbacks for each algorithms has 
been pointed out based on previous literature. It is important 
to mention that each new algorithm evolved aim to provide 
alternative and improvement from previous algorithms.  
 
 
3.2. Applications of swarm algorithm for features selec-
tions/reductions 
In recent years, many reduction methods have been proposed. 
This section discusses six (6) swarm algorithms that have been 
applied to address features selection/reductions problems. 

 
3.2.1 PSO in features selections/reductions 
Yue et al. (2007)introduced an approach for finding appropri-
ate features based on rough set using PSO [25]. The proposed 
method discovered the best feature combinations in an effi-
cient way to observe the change of positive region as the parti-
cles proceed through the search space. The performance of the 
method been evaluated with Genetic Algorithm (GA). Result 
shown that in term of performance, PSO and GA almost got 
the same number of reducts but PSO used less iterations than 
GA. They concluded that PSO required shorter time to obtain 
better results than GA, especially for large scale problems, 
although its stability needs to be improved in further research. 

 
Ye, Chen, and Liao (2007) have presented a new algorithm for 
minimum attribute reduction based on Binary Particle Swarm 
Optimization (BPSO) with Vaccination [26]. Their research 
started with transformed the problem of minimum attribute 
reduction into an unconstrained binary optimization problem. 
Then they defined the suitable fitness function and the equiva-
lence of optimality between the original problems to prove the 
transformation been done. In the next step, they approached 
to solve the transformed problem using an improved BPSO 
algorithm combined with some vaccination mechanism. Ex-
perimental results on a number of data sets obtained from the 
UCI machine learning repository show that the proposed al-
gorithm has a higher possibility of finding a minimum reduc-
tion and remarkably outperforms some existing algorithms 
specifically designed for minimum attribute reduction in both 
quality of solution and computational complexity. 

 
Selvaraj and Janakiraman (2013) proposed an improved fea-
ture selection based on BPSO for liver disease diagnosis [27]. 
In this research, they applied BPSO to get the best reduced 
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feature set from auto covariance features that extracted from 
the segmented lesion. They used BPSO as a feature selector 
and Probabilistic Neural Network (PNN) as a classifier and 
claimed that very effectively integrated.  The selected best fea-
tures from BPSO are fed to PNN classifier to classify the liver 
diseases. Results shown indicate that the time complexity to 
train the neural network is minimized after reducing the fea-
ture set using BPSO. Experiment also demonstrated that by 
varying the number of particles, iterations and transfer func-
tion, the best transfer function can be determined. 
In this part, we discussed the work done using PSO as an al-
gorithm to solve feature selections/reductions problem. PSO 
demonstrated promising results when finding a good feature 
selection. The advantage highlighted using PSO is compared 
with the other algorithms, the method is very simple, easily 
completed and it needs fewer parameters, which made it fully 
developed. Despite with advantages mentioned, PSO also has 
a drawbacks which are [28]: 

i. If all the velocity becomes equal to Vmax the particle 
will continue to conduct searches within a hypercube 
and will probably remain in the optima but will not 
converge in the local area. 

ii. Achieve optimality convergence strongly influenced 
by the inertia weight. 

iii. When the algorithm converges, the fixed values of the 
parameters might cause the unnecessary fluctuation 
of particles.   

iv. Higher throughput: More sophisticated finite element 
formulations, higher accuracy (mesh densities). 

 
3.2.2 ACO in features selections/reductions 
New heuristic approach for solving the minimal attribute re-
duction problem (MARP) based on the ant colony optimiza-
tion (ACO) meta-heuristic has been proposed [29]. They de-
veloped a new algorithm R-ACO for solving the MARP and 
the simulation results claimed that their approach can find 
more minimal attribute reductions more efficiently in most 
cases. Basically their research improved previous works [30], 
[31]. The improvement involved reducing the time cost opera-
tion by proposed a new model R-Graph to solve the MARP 
with ACO. With this approach, they solved the problem with 
increased more reductions especially towards achieving min-
imal reductions. 
 
An attribute reduction mechanism that based on Ant Colony 
Optimization algorithm and rough set theory called (ACOFS) 
has been proposed [32]. They assessed the effectiveness of 
their approach through the number of attributes in each re-
duct and the run time from program start to termination. The 
performance of the proposed approach was evaluated and 
compared with three latest algorithms (IDSRSFS, RSFSACO, 
ARWSO) [33]–[35].  Based on experiment results, they claimed 
their algorithm performed equally better with three algo-
rithms when handling dataset than has less than 16 attributes. 
They also found that one the previous algorithm (IDSRSFS) 
failed to find the minimal reducts as the other algorithms 
when dataset is more than 16 attributes. They concluded the 
problem is due to IDSRSFS’s drawback not having heuristic 
information to search through the feature space for optimal 

solutions and premature convergence to a local optimum in 
the space. ACOFS algorithm also found to be the fastest algo-
rithm in finding the final results between the reported algo-
rithms, despite the fact that ARWSO and RSFSACO initiate 
the solution based on the core attributes and they proved the 
efficiency of ACOFS. As a future work, they suggest to con-
struct ACOFS with changing the solution construction mecha-
nism by employing a heuristic algorithm and considering the 
core features. 
 
In this section, a numbers of research in feature selec-
tions/reductions using ACO have been discussed. ACO found 
to be a predominantly a useful tool and modern algorithm that 
has been used in many studies for selecting relevant features. 
The example of other researches using ACO in feature selec-
tions/reductions can be referred [36]–[38]. However, one of 
the crucial challenges in feature selection is to find a solution 
in the full search space on the basis of activities of multi-agent 
systems that use a global search ability utilizing local search 
appropriately. Because of that researchers simulated ACO [39] 
as an attempt to achieve global search for finding high-quality 
solutions within a reasonable period of time. However, there 
are few common problems of ACO in feature selec-
tions/reductions. One of the disadvantages of ACO is most of 
the ACO-based FS algorithms do not consider the random and 
probabilistic behaviour of ants during subset constructions. 
Consequently, the solutions found in these algorithms might 
be incomplete in nature. There is a need in the future of more 
hybridization of techniques between ACO and other algo-
rithms to achieve optimal reductions results rather than rely 
on the ACO independently.  
 
3.2.3  ABC in features selections/reductions 
A novel hybridization of rough set theory with Bee Colony 
Optimization (BCO) has been proposed by [40]. The method 
proposed did not use any random parameter and claimed 
their algorithm provide consistent performance. One year af-
ter that, an improved Rough Set-based Attribute Reduction 
(RSAR) namely Independent RSAR hybrid with Artificial Bee 
Colony (ABC) algorithm has been introduced [41]. They 
grouped the instances based on decision attributes. Then, they 
applied Quick Reduct Algorithm [42] to find the reduced fea-
ture set for each class. To this set of reducts, they utilized ABC 
algorithm to select a random number of attributes from each 
set, based on the RSAR model, to find the final subset of at-
tributes. An experiment was carried out on five different da-
tasets from the UCI machine learning repository. The perfor-
mance of the reduct is analysed with Genetic k-Nearest 
Neighbour (GKNN) classifier and compared with six different 
algorithms (general RSAR, Entity based Reduct (EBR), Genetic 
RSAR, Ant RSAR, Particle Swarm Optimization based RSAR 
(PSORSAR) and with their previous work (BeeRSAR). They 
claimed the proposed method can find very minimal reduct 
than the other existing methods.  

 
Shunmugapriya and Kanmani (2012) proposed a novel feature 
selection method in which ABC is used to generate the feature 
subsets and a classifier is used to evaluate the feature subsets 
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generated by ABC. In this method, each employed bee is allo-
cated a feature (food source) and the onlooker tries to make all 
possible combinations with other features to configure the 
feature subset [43]. The proposed algorithm has shown com-
petitive performance compared to ACO [44] based feature 
selection.  

 
Schiezaro and Pedrini (2013) presented a new feature selection 
method based on ABC algorithm. After evaluated through 10 
data sets from different knowledge fields, the result shows 
that a reduced number of features can achieve classification 
accuracy superior to that using the full set of features [45]. 
They claimed the proposed method presented better results 
for the majority of the tested data sets compared to other algo-
rithms. They also suggested for future work to investigate al-
ternative mechanisms to explore neighbourhood of food 
sources, parallelize the exploration of employed bees in rela-
tion to the food sources, and create a filter approach combin-
ing ABC algorithm, entropy, and mutual information. 

 
In this section, we highlights some of researches been done 
which applying ABC for feature selections/reductions. More 
research on ABC been applied in various field can be viewed 
in the paper presented [46]. ABC remains a promising and 
interesting algorithm, which would continue to be extensively 
used by researchers across diverse fields. Its potential ad-
vantage of being easily hybridized with different meta-
heuristic algorithms and components makes it robustly viable 
for continued utilization for more exploration. Although ABC 
has great potential, it was clear to the many scientists that 
some modifications to the original structure are still necessary 
in order to significantly improve its performance. Combina-
tion with other algorithms hopefully will show promising en-
hancement in the future for feature selection/reductions. 
 
3.2.4 AFSA in features selections/reductions 
Zhang et al. (2006) has presented the use of AFSA as a new 
tool which sets up a neural network (NN), adjusts its parame-
ters, and performs feature reduction, all simultaneously. They 
combined the feature selection and NN architecture problem 
into an optimization procedure and employs AFSA to resolve 
it [47]. Also, they performed the feature selection and evolving 
NN architecture at the same time by AFSA, which is not based 
on a fixed network. Results showed that their proposed meth-
od were able to optimize network architecture to be kept sim-
ple, reduce compute and enhance generalization ability of the 
resulting classifier. 

 
 Wang and Dai (2013) has promoted the artificial fish swarm 
algorithm used to search the optimal feature subset and the 
chaotic, feedback mechanisms are introduced to improve the 
artificial fish swarm algorithm, the excessive intrusion feature 
rough sets produced in the classification process are simplified 
to guarantee the simplicity of characteristics and the estima-
tion model for residuals gray level to predicate the early sim-
plified invasion [48]. Their experiment results illustrated that 
the improved artificial fish swarm algorithm can obtain more 
optimal feature subsets and increase the abnormal detection 
accurate rates and speeds which can be widely applied in 

network security. 
 

In this part, we presented the application of ASFA in feature 
selections/reductions. It can be seen that a number of different 
methods have been proposed to approach the optimal solution 
to feature selection using AFSA including neural network and 
various stochastic algorithms. AFSA is one of the most appro-
priate methods for swarm intelligence optimization, capable of 
solving the problems by inspiration from the movement of 
fishes and obtains more optimized results compared with oth-
er swarm intelligence algorithms. However, AFSA has some 
disadvantages like falling in local optimum points, advanced 
convergence and time consuming [49]. There were an attempt 
to hybrid the AFSA algorithm with other methods such as 
Particle Swarm Algorithm (PSO) [50], Shuffle Frog Leaping 
Algorithm (SFL) [51], Cellular Learning Automata (CLA) [52] 
and continuing to grow with hybrid efforts in order to find the 
optimal solution for problem selected and overcome the 
drawbacks in AFSA. 
 
3.2.5  BA in features selections/reductions 
BA can deal with highly nonlinear problem efficiently and can 
find the optimal solutions accurately [12], [24], [53]. Case stud-
ies include pressure vessel design, car side design, spring and 
beam design, truss systems, tower and tall building design 
and others. It is been solved numerical optimization problems 
using bat algorithm [54]. In addition, research done to opti-
mized the brushless DC wheel motors using bat algorithm 
with superior results [55].  

 
Nakamura et al. (2012) has proposed propose a new nature-
inspired feature selection technique based on the bats behav-
iour. The technique implemented wrapper approach combines 
the power of exploration of the bats together with the speed of 
the Optimum-Path Forest classifier to find the set of features 
that maximizes the accuracy in a validating set [53]. Experi-
ment employed five public datasets to accomplish this task, in 
which BA has been compared against Binary PSO, Binary FFA 
and Binary GSA. They claimed the proposed algorithm out-
performed the compared techniques in 3 out of 5 datasets, 
being the second best in the remaining two datasets. 

 
In this section, we highlight some of BA application in feature 
selections/reductions. BA efficiently can be applied in feature 
selections based on work reviewed. Research work has shown 
that BA can deal with problem of the high dimensionality and 
finding the most informative features in a search space. The 
reason is BA has a capability of automatically zooming into a 
region where promising solutions have been found which ac-
companied by the automatic switch from explorative moves to 
local intensive exploitation. As a result, BA has a quick con-
vergence rate, at least at early stages of the iterations com-
pared with other algorithms. However, there are still some 
advantages found in BA. The drawbacks of BA including the 
performance of BA are largely dependent on the parameters of 
the algorithm, sometime inefficiently parameter controls and 
low convergence speed. In conclusion, BA still has more op-
portunities to improve especially on how to vary or control 
parameter tuning during iterative search process and improve 
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performance of BA related to convergence speed. 
 
3.2.6  FA in features selections/reductions. 
FA for feature selection has been proposed and produced con-
sistent and better performance in terms of time and optimality 
than other algorithms [56]. They claimed that RSAR approach 
with nature inspired algorithm to improve the performance 
such as GenRSAR [57], AntRSAR [30], PSO-RSAR [25] and 
BeeRSAR [40] able to increase the degree of optimality but are 
not consistent as it varies with the parameter values which are 
application dependent. They also found that BeeRSAR algo-
rithm consumes more time to find the reduct even though not 
require any random parameter [40]. In way to improve the 
disadvantage found in the previous algorithms, they proposed 
novel approach for feature selection based on nature inspired 
“Firefly” algorithm. The proposed algorithm (FA_RSAR) was 
an effort that combines FA together with Rough Set Theory 
(RST) to ensure the success in less time without compromising 
the degree of optimality in terms of size of subset and corre-
sponding dependency degree. Moreover, they improved algo-
rithm which does not require any random parameter assump-
tion and produce the same result every time. They also 
stressed the fact that two critical aspects of feature selection 
problem are the degree of optimality (in terms of subset size 
and corresponding dependency degree) and time required to 
achieve this optimality. Existing methods achieved success in 
either of these aspects such as Quick Reduct and EBR methods 
finds reduct in less time but not guaranteed to find a minimal 
subset [25], [30], [40].  

 
In this part, we presented some of works done using FA in 
feature selections/reductions. FA proved to be suitable algo-
rithms that have ability of dealing with multimodality. In oth-
er words, FA automatically subdivides populations into sub-
groups, and each group can swarm around each mode or local 
optimum. This automatic subdivision ability makes it particu-
larly suitable for highly nonlinear, multimodal optimisation 
problems. In addition, the parameters in FA can be tuned to 
control the randomness as iterations proceed, so that conver-
gence can also be sped up by tuning these parameters. This 
successfully led FA flexible to deal with continuous problems, 
clustering and classifications, and combinatorial optimisation 
as well. Nevertheless, FA has some advantages commonly 
highlighted in the research works. One of drawback of FA is 
hardly to fine balance between the right amount of exploration 
and the right degree of exploitation. This is because too much 
exploration increases the probability of finding the global op-
timality, while strong exploitation tends to make the algorithm 
being trapped in a local optimum. Since FA is a meta-heuristic, 
performance of FA highly dependent on fine-tuning the right 
amount of randomness and balancing local search and global 
search. Based on advantage and disadvantage presented, FA 
still need more research to be done especially on how to bal-
ance exploitation and exploration with fine tuning the ran-
domness method in order to produce a good result and per-
formance of the algorithms. 

 
3.2.7  Summary 
In this section, we presented six (6) popular natural inspired 

algorithms and their application in feature selec-
tions/reductions. The most common used algorithm in in fea-
ture selections/reductions were PSO and ACO because of its 
popularity and one of the earliest swarm algorithms been in-
troduced. However, more algorithm has been developed and 
inspired from nature such as AFSA, ABC, FA and the latest 
which is BA. All this algorithm has demonstrated their capa-
bility and suitability in feature selection. Moreover, there is an 
effort has been done to hybrid the algorithm with other meth-
ods such as rough set and genetic algorithm to solve very spe-
cific problem and the result it quite promising. However, it is 
very important to mention that there is no perfect algorithms 
for all problem since each algorithms has pros and cons to 
solve very specific optimization problems. Some algorithms 
still suffered to balance the amount of exploration and exploi-
tation in order to produce an optimum result. This kind of 
problem can be found in FA. Also in some algorithms while 
producing very promising result in term of reduction still 
lacking in time processing speed. All this crucial factors and 
mechanism of trade-off between factors need to be considered 
in the feature selections/reductions process.  

4 CONCLUSION 
Nature-inspired meta-heuristic algorithms have gained popu-
larity because of their ability of dealing with nonlinear global 
optimisation problems. We have briefly reviewed the six (6) 
popular natural inspired algorithms and their application in 
feature selections/reductions. There is no doubt that all algo-
rithms reviewed will be applied in solving more challenging 
problems in the near future, and its literature will continue to 
expand. 

 
On the other hand, we have also highlighted the advantages 
and disadvantages of all algorithms specifically in feature se-
lections/reductions. It is important to point out that all algo-
rithms attempt to produce a good optimality feature without 
compromising accuracy in the data classification. Finally to 
conclude that there are two types of optimality which are:- 

i. Optimality that concerns that for a given algorithm 
what best types of problems it can solve which is easy 
to be done because algorithm can be tested by a wide 
range of problems and then select the best type of the 
problems the algorithm of interest can solve. 

ii. Optimality that concerns a given problem and try to 
find the best algorithm for efficient solutions. It can be 
done by comparing a set of algorithms to solve the 
same optimisation problem and hope to find the best 
algorithm(s). However in real world, there may be no 
such algorithm at all or all test algorithms may not 
produce a sufficient/good result.  

The theoretical understanding of meta-heuristics is still lack-
ing behind. In fact, there is more studies are highly needed in 
the area of feature selections/reductions using meta-heuristic 
algorithms in the future.  
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